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Abstract

Approximate computing can be employed for an emerging
class of applications from various domains such as multimedia,
machine learning and computer vision. The approximated out-
put of such applications, even though not 100% numerically
correct, is often either useful or the difference is unnoticeable
to the end user. This opens up a new design dimension to trade
off application performance and energy consumption with out-
put correctness. However, a largely unaddressed challenge
is quality control: how to ensure the user experience meets a
prescribed level of quality. Current approaches either do not
monitor output quality or use sampling approaches to check a
small subset of the output assuming that it is representative.
While these approaches have been shown to produce aver-
age errors that are acceptable, they often miss large errors
without any means to take corrective actions. To overcome
this challenge, we propose Rumba for online detection and
correction of large approximation errors in an approximate
accelerator-based computing environment. Rumba employs
continuous lightweight checks in the accelerator to detect
large approximation errors and then fixes these errors by ex-
act re-computation on the host processor. Rumba employs
computationally inexpensive output error prediction models
for efficient detection. Computing patterns amenable for ap-
proximation (e.g., map and stencil) are usually data parallel
in nature and Rumba exploits this property for selective cor-
rection. Overall, Rumba is able to achieve 2.1x reduction
in output error for an unchecked approximation accelerator
while maintaining the accelerator performance gains at the
cost of reducing the energy savings from 3.2x to 2.2x for a
set of applications from different approximate computing do-
mains.

1. Introduction

Computation accuracy can be traded off to achieve better per-
formance and/or energy efficiency. The techniques to achieve
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this trade off fall under the umbrella of approximate comput-
ing. Algorithm specific approximation has been used in many
different domains such as machine learning, image processing,
and video processing. Different algorithms in these domains
have been approximated by programmers to achieve better per-
formance. Video processing algorithms are good candidates
for approximation as occasional variation in results will not be
noticeable by the user. For example, a consumer can tolerate
occasional dropped frames or a small loss in resolution during
video playback, especially when this allows video playback
to occur seamlessly. Machine learning and data analysis ap-
plications also provide opportunities to exploit approximation
to improve performance, particularly when such programs are
operating on massive data sets. In this situation, processing
the entire dataset may be infeasible, but by sampling the input
data, programs in these domains can produce representative
results in a reasonable amount of time.

However, algorithm specific approximation increases the
programming effort because the programmer needs to write
and reason about the approximate version in addition to the
exact version. Recently, to solve this issue, different software
and hardware approximation techniques have been proposed.
Software techniques include loop perforation [1], approximate
memoization [11, 31], tile approximation [31], discarding
high overhead computations [32, 36], and relaxed synchro-
nization [28]. Furthermore, there are many hardware based
approximation techniques that employ neural processing mod-
ules [16, 4], analog circuits [4], low power ALUs and stor-
age [34], dual voltage processors [15], hardware-based fuzzy
memoization [2, 3] and approximate memory modules [35].
Approximation accelerators [16, 41, 14] utilize these tech-
niques to trade off accuracy for better performance and/or
higher energy savings. In order to efficiently utilize these
accelerators, a programmer needs to annotate code sections
that are amenable to approximation. At runtime, the CPU
executes the exact code sections and the accelerator executes
the approximate parts.

These techniques provide significant performance/energy
gains but monitoring and managing the output quality of these
hardware accelerators is still a big challenge. A few of the re-
cently proposed quality management solutions include quality
sampling techniques that compute the output quality once in
every N invocations [32, 6], techniques that build an offline
quality model based on the profiling data [6, 16].

However, these techniques have four critical limitations:
e As the output quality is dependent on the input values, dif-



ferent invocations of a program may produce results of

different output qualities. Therefore, sampling techniques

are not capable of capturing all changes of the output quality.

Moreover, it is highly possible to miss large output errors

because only a subset of outputs are actually examined, i.e.,

monitoring is not continuous. Also, profiling techniques do

not work efficiently if the profiling data is not representative
of all possible inputs.

e Using these quality management techniques, if the output
quality drops below an acceptable threshold, there is no way
to improve the quality other than re-executing the whole pro-
gram on the exact hardware. However, this recovery process
has high overhead and it offsets the gains of approximation.

e These techniques measure the quality of the whole output
that is usually equal to the average quality of each individual
output element, e.g., pixels in an image. Previous works [16,
4] in approximate computing show that most of the output
elements have small errors and there exist a few output
elements that have considerably large errors, even though
the average error is low. These large errors can degrade
the whole user experience. For example, having a few
pixels with high error in an image can be easily noticed by
a user. Existing quality management techniques treat all
errors equally but large errors have noticeable effect on the
perceivable output quality.

e Tuning output quality based on a user’s preferences is an-
other challenge for the hardware-based approximation tech-
niques. Different users and different programs might have
different output quality requirements. However, it is diffi-
cult to change the output quality of an approximate hard-
ware dynamically.

To address these issues, we propose a framework called
Rumba!, an online quality management system for approxi-
mate computing. Rumba’s goal is to dynamically investigate
an application’s output to detect elements that have large errors
and fix these elements with a low-overhead recovery technique.
Rumba performs continuous light-weight output monitoring
to ensure more consistent output quality. Rumba’s design is
based on the following two observations:

First, approximation error can be accurately predicted by
simple prediction models such as linear, decision tree, and
moving average. Second, we observe that code regions or
functions that are amenable for approximation are often pure.
Pure code regions just read their inputs and only write to their
outputs without modifying any other state. Such sections can
be safely re-executed without any side effects. It gives us the
benefit of re-executing the loop iterations to fix the erroneous
output elements with low overhead.

Rumba has two main components: detection and recovery.
The goal of the detection module is to efficiently predict output
elements that have large approximation errors. Detection is

I'The name Rumba is inspired from Roomba®, an autonomous robotic
vacuum cleaner. It moves around the floor and detects dirty spots on the floor
to clean them.

achieved by supplementing the approximate accelerator with a
low-overhead error prediction hardware. The detection module
dynamically investigates predicted error to find elements that
needs to be corrected. It gathers this information and sends it
to the recovery module on the CPU. In order to improve the
output quality, recovery module re-executes the iterations that
generate high error output elements.

To reduce Rumba’s overhead, recovery is done on the CPU
in parallel to detection on the approximate accelerator. The re-
covery module controls the tuning threshold to manage output
quality, energy efficiency and performance gain. The tuning
threshold determines the number of iterations that need to be
re-executed.

The major contributions of this work are as follows:

e We explore three light-weight error prediction methods to
predict the errors generated by an approximate computing
system.

e The ability to manage performance and accuracy trade offs
for each application at runtime using a dynamic tuning
parameter.

e We leverage the idea of re-execution to fix elements with
large errors.

e 2.1x reduction in output error with respect to an unchecked
approximate accelerator with the same performance gain.
Detection and re-execution decrease the energy savings of
the unchecked approximate accelerator from 3.2x to 2.2x.

2. Challenges and Opportunities

The ability of applications to produce results of acceptable
output quality in an approximate computing environment is
necessary to ensure a positive user experience. Output quality
control for approximate programs is important for the wide
adaptation of this technology.
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Figure 1: Typical cumulative distribution function of errors
generated by approximation techniques. A large number of
output elements have small errors while a few output elements
have large errors.



Figure 2: An example of variation in image quality with the
changing distribution of errors. Subfigure (a) is the original
image without any errors. Ten percent of the pixels in (b) have
100% error while the rest of the pixels are intact. All pixels in
(c) have 10% error. Although these two images have the same
average quantitative output quality (90%), errors in Subfigure
(b) are more noticeable.

2.1. Challenges of Managing Output Quality

The following are the main challenges of output quality man-
agement in an approximate computing environment.
Challenge I: Fixing output elements with large errors is
critical for user experience. We analyze the distribution of
errors in the output elements generated by an application under
approximation. Previous studies [16, 31, 32] reported that the
Cumulative Distribution Function (CDF) of the errors of an
approximated application’s output follows the curve shown in
Figure 1. Figure 1 shows a typical CDF of errors in output
elements when total average error is less than 10%. This figure
shows that the most of the output elements (about 80%) have
small errors (lower than 10%). However, there are few output
elements (about 20%) that have significant errors.

Although the number of elements with large errors is rela-
tively small, they can have huge impact on the user perception
of output quality. Figure 2 demonstrates this. In this figure,
we generate two images by adding errors such that the overall
average error is 10% in both images. Figure 2(a) is the original
image. In Figure 2(b), only 10% of pixels have 100% errors
while the rest of pixels are exact. On the other hand, all pixels
in Figure 2(c) have about 10% error. Even though the overall
output error is the same for both the generated images, errors
in Figure 2(b) are more noticeable than Figure 2(c) to the end
user. This shows that to effectively improve the output quality,
a quality management system should reduce the long tail of
high errors.

Challenge II: Output quality is input-dependent. Another
characteristic of approximate techniques is that output quality
is highly dependent on the input [16, 31, 32, 6]. In this case,
these techniques must consider the worst case to make sure
that the output quality is acceptable. To show this, we run an
image processing application called mosaic that generates a
large image using many small images. The first phase of this
application computes the average brightness of all input im-
ages. To approximate this phase, a well-known approximation
technique called loop perforation [1] is used. Loop perforation
drops iterations of the loop randomly or uniformly. Therefore,
in this case, instead of computing the average brightness of
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Figure 3: Mosaic application’s output error for 800 different
images of flowers. This data shows that the output quality is
highly input-dependent.

all the pixels, the approximate version computes the average
brightness of a subset of the pixels.

Figure 3 shows the output error for 800 different images
of flowers [23]. Average error of all the images is about 5%
but there are many images that have output error above the
average, up to a maximum of 23%. Therefore, an approximate
system in the worst case (23% error) may produce unaccept-
able quality results. However, if a quality management system
can reduce the unacceptable outputs, the aggressiveness of
approximate techniques can be increased to get better perfor-
mance and/or energy savings.

Also, since the output quality is highly input-dependent,

previous quality managing systems such as quality sampling
or profiling techniques might miss invocations that have low
quality. In order to solve this problem, a dynamic light-weight
quality management system is required to check the output
quality for all invocations.
Challenge III: Monitoring and recovering output quality
is expensive. One of the challenges that all approximate tech-
niques have is monitoring the output quality. In order to solve
this problem, continuous checks are necessary. Such checks
cannot compute the exact output, but instead need to be predic-
tive in nature. Different frameworks [32, 6] suggest running
an application twice (exact and approximate versions) and
comparing the results to compute output quality. Unfortu-
nately, it has high overhead and it is not feasible to monitor all
invocations. Running exact and approximate at all times will
nullify the advantages of using approximation.

To reduce this overhead, these frameworks utilize quality
sampling techniques that check the quality once in every N
invocations of the program. Therefore, if the invocations that
are not checked have low output quality, these frameworks
will miss them due to the input dependence of output quality
(Challenge II).

Challenge IV: Different users and applications have dif-
ferent requirements on output quality. In an approximation
system, the user should be able to tune the output quality based
on her preferences or program’s characteristics. Software-



based approximation techniques are better at tuning the output
quality. However, for hardware-based techniques, it is a huge
challenge. For example, in a system with two versions of
functional units, exact and approximate, it is hard to control
the final output quality dynamically.

2.2. Rumba’s Design Principles

To overcome the four challenges, Rumba exploits two observa-
tions found in the kernels that are amenable to approximation:
predictiveness of errors and recovery by selective re-execution.

Predictiveness of Errors: Rumba’s detection module is
based on the observation that it is possible to accurately pre-
dict the errors of an approximate accelerator using a computa-
tionally inexpensive prediction model. Figure 5 shows exact
output (a Gaussian distribution), approximate output produced
by an accelerator and errors in approximation. For this case, it
is visually clear that errors are concentrated on certain inputs.
Hence, a simple prediction model can separate cases of high
errors accurately.

Rumba dynamically employs light-weight checkers to de-
tect approximation errors. A threshold on the predicted er-
rors is used to classify errors in the output elements as high.
Therefore, Rumba targets output elements with high errors
as mentioned in Challenge I. Also, since Rumba has light-
weight checkers, the checks can be performed online for all
the elements of each invocation (Challenge III).

Recovery by Selective Re-execution: In computing, a pure
function or code region only reads its inputs and only af-
fects its outputs, i.e., it does not affect any other state. In
other words, pure functions or code regions can be freely re-
executed without any side-effects. Similar characteristics have
been previously used in recovering program from external
errors simply by re-executing [17, 20]. Such functions or code
regions naturally occur in many data-parallel computing pat-
terns such as map and stencil. We analyzed the data parallel
parts of the applications in Rodinia benchmark suite [12] and
found out that more than 70% of them can be re-executed
without any side effects. Rumba detects this characteristic
using these previous techniques to identify such regions in
applications. A more detailed description of recovery is given
in Section 3.1. It is not a new restriction imposed by Rumba as
previously proposed approximate accelerators [16, 4] require
functions or code regions to be pure to be able to map them to
an approximate accelerator.

Therefore, if Rumba detects that one of the accelerator
invocations generates output elements with large error, the
Rumba recovery module can simply re-execute that iteration
to generate the exact output elements. In this case, there is
no need to re-run the whole program to recover those output
elements (Challenge III). Also, using this technique, Rumba
can manage the performance/energy gains by changing the
number of iterations to be re-executed to target Challenge IV.

3. Design of Rumba

3.1. Overview

Approximation errors can be broadly divided into large errors
and small errors. Approximation accelerators generate a large
number of small errors and relatively few large errors as shown
in Figure 3. Rumba is a detection and recovery scheme for
errors in an approximate computing system. Rumba is specif-
ically designed to detect these large errors by a light-weight
checker and then fix these errors. Rumba makes the output
of an approximation accelerator computing system acceptable
by reducing the long tail of large errors. Alternatively, with
Rumba’s error correction capabilities, it will be possible to dial
up the amount of approximation, thus improving performance
and/or energy savings, while still producing user acceptable
outputs.

A high-level block diagram of the Rumba system is shown
in Figure 4. The offline part of Rumba system consist of
two trainers. The first trainer finds the optimal configuration
of the approximate accelerator for a particular source code.
The second trainer trains a simple error prediction technique
based on the errors produced by the accelerator trainer. The
configuration parameters for both the approximate accelerator
and the error predictor are embedded in the binary.

The execution subsystem of Rumba is shown in the same
figure. For the purpose of exposition, we assume that the
design of our approximation accelerator is similar to the one
proposed by Esmaeilzadeh et al. [16]. However, the same
design principles can apply to other accelerator based approx-
imate computing systems. As shown in the figure, the core
communicates to the accelerator using I/O queues for data
transfers from the core to the accelerator and back from accel-
erator to the core. Rumba’s execution has two components:
detection and recovery modules.

The annotated approximate part of the application code gets
mapped to the approximation accelerator [16, 4]. We augment
the approximate accelerator by an error predictor module to de-
tect approximation errors. A variety of prediction techniques
can be used to predict these errors. We explore three light-
weight checkers that are implemented using three simple error
prediction techniques. These error predictors are described
in Section 3.2. Once a check fires, i.e., approximation for
that particular output element is larger than a tuning threshold
(determined by the online tuner based on user requirements), a
recovery bit for the iteration generating that particular element
is set in the recovery queue as shown in Figure 4. The CPU
collects these bits from the recovery queue and re-executes the
iterations that their recovery bit is set. Output merger choses
the exact or the approximate output as final result. A more de-
tailed description is in Section 3.3. Another important aspect
of Rumba is the dynamic management of output quality and
energy efficiency. By controlling the threshold at which the
checker fires, Rumba can control the number of iterations to be
re-executed. This tuning process is discussed in Section 3.4.
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Figure 5: Exact output, approximate output and relative errors
in the approximate output. The relative errors in the approx-
imate output are higher for some inputs than the others and
are more easily predictable than the output itself.

3.2. Light-weight Error Prediction

An important first step is the inexpensive detection of large
approximation errors in output elements. Since it is not known
beforehand which output elements will have large errors, run-
time checks should be employed for all the output elements.
Therefore, the light-weight nature of these checkers is of
paramount importance. Complex checkers to detect large ap-
proximation will offset the gains of approximation and, thus,
are not desirable. A desirable dynamic checker should have
low overhead and still be accurate at predicting errors in output
elements.

A dynamic checker does not have access to the exact results,
hence, the errors in approximate output cannot be computed
by comparing with the exact result. Computing exact values is
not an option because that negates the benefits of employing
an approximation system. The Rumba detection module needs
to detect large approximation errors by using inputs to the
accelerator or the approximate output produced by the acceler-
ator. We call a method an input-based method if the method
calculates errors using the inputs to the accelerator. Similarly,
if the errors are detected by just observing the accelerator
output, such a method is called an output-based method. For
input-based methods, approximation errors can be obtained

using a simple predicting model on inputs in the following

two ways:

e Errors by Value Prediction (EVP): predict the output using
a model and then get the error by comparing it with the
approximate accelerator’s output.

e Errors by Error Prediction (EEP): predict the errors directly
using a model.

In our experiments, we observed that if we use the same Pre-

diction model it is more accurate to predict the errors directly

than computing the errors by first predicting the output. We an-
alyzed errors in the approximation of a Gaussian distribution
and found that average distance between exact approxima-

tion errors and errors obtained by EVP and EEP is 2.5 and 1,

respectively, i.e., EEP is more accurate. Therefore, we use sim-

ple prediction models to predict errors in the approximation.

We explore two input-based methods and one output-based

method to detect errors.

3.2.1. Error prediction using a linear model: The first error

prediction method is a linear error predictor and is an input-

based method. A linear error prediction method predicts error
by computing a linear function of inputs to the accelerator.

Equation 1 shows the linear function that is calculated to

compute the error. The number of terms (x;s) are determined

by the number of inputs to the code section that is mapped to
the approximate accelerator. A linear model requires relatively
simple computations in the form of multiply-add operations.

Hence, the online prediction of errors for a particular input

does not add much energy overhead. The weights (w;s) and

constant ¢ are determined by offline training.

err = woxXg+ Wi kX| ... Wy_1 *Xy_1 +¢C (D)

where x; is the i input, w; is the weight for the i input and ¢
is a constant.

3.2.2. Error prediction using a decision tree: The second
error prediction method is a decision tree and is also an exam-
ple of input-based methods. An example of error prediction
using a decision tree is shown in Figure 6. This model con-
tains decision and leaf nodes. The decision nodes typically
have two branches and uses one of the inputs to decide on
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Figure 6: A decision tree with a depth of 3 in decision nodes.
For this example, it predicts errors based on two inputs. The
leaf nodes (gray) give the approximation errors. The coeffi-
cients (c¢;s and v;s) are determined by offline training.

whether to traverse the left or right child. This process contin-
ues until it reaches a leaf node in the tree. Leaf nodes store
the predicted error. Training data is used to determine the
values of constants used in making decisions at the decision
nodes and predicted error at the leaf nodes. The computation
required in a decision tree is dependent on the depth of the
tree structure. We limit the tree depth to 7 in our experiments.
Only comparison operations are required to implement this
decision tree and hence it is not a computationally expensive
error prediction method.

3.2.3. Error prediction using moving average: The third
error prediction model is using moving average as the general
trend of data in the sequence. This moving average based
method is an output-based method because it just observes the
accelerator outputs to find out the erroneous elements. The
difference between current element and the moving average
can be used to detect large errors in a number in the sequence.
In this work, we used Exponential Moving Average (EMA)
which can be calculated by the formula shown in Equation 2.

EMA = (ex ) + (Previous EMAx (1 — )) )
where e = Current element, & = Smoothing factor = IJ%N and
N = Number of elements in the history

EMA computes the exponential moving average over a
window of output elements and compare it to each output
element to compute the difference. If the difference is higher
than a tuning threshold, the detection module marks the output
element as erroneous.

Once an application is deemed fit for approximation on
the accelerator, it is transferred to the accelerator augmented
with an error predictor. The dynamic check for each output
element is the predicted error greater than a tuning threshold.
If this predicted error is greater than a tuning threshold, a large
approximation error is suspected and the check fires.

Predictor Hardware: Figures 7(a) and 7(b) show the hard-
ware for the linear error and decision tree error predictors. An
approximate accelerator is augmented with these hardware
to predict errors. Coefficient buffers are circular buffers and
contain weights and constants for the linear model and de-
cision constants and errors for the decision tree model. The
coefficients are transferred to these checkers via a config queue
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Input Input
~7 [T 1"
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Figure 7: Hardware for the approximation error predictors.
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Figure 8: An example of overlapping the re-computation of el-
ements by the CPU with the approximation accelerator. For
example, a large error is detected in iteration 0 by the acceler-
ator and the CPU recomputes this iteration while accelerator
is working on the execution of iteration 1 and 2.

(the same queue is used to transfer accelerator configuration)
between the CPU and the accelerator.

EMA detects large approximation errors by comparing the
current approximate outputs with the history of previously
computed approximate outputs. The history is represented by
EMA, the detection module keeps the EMA and calculates
the approximate error in the current approximate output by
comparing it with EMA.

3.3. Low-overhead Recovery

Rumba’s recovery module on the CPU gets an iteration’s re-
covery bit via the recovery queue. If the corresponding bit of
an iteration is set, the recovery module re-executes that itera-
tion and commits the re-computed output while discarding the
accelerator output for that input. The results received by the
CPU from the approximation accelerator are directly commit-
ted to their final destination if the corresponding recovery bit
is not set in the recovery queue. This is how Rumba merges ap-
proximate outputs from the accelerator with the exact outputs
obtained by re-execution on the CPU.

The CPU and the accelerator work in a pipelined fashion,
i.e., while accelerator is working on an iteration, the CPU
recomputes a previous iteration. An example of such an ar-
rangement is shown in Figure 8. For this example, the checks
fire for output elements of iterations 0, 2, 5 and 6. The CPU
re-computes iteration 0 while the accelerator is working on
iteration 1 and 2. Similarly, re-computation of iteration 2 is
overlapped with the execution of 3 and 4 on the accelerator
and so on. In such a setup, the CPU can recompute 50% of
the output elements, assuming a 2x gain for the accelerator,
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Application | Domain Train Data Test Data (Rumba) (NPU) Evaluation Metric
blackscholes| Financial Analysis | 5K inputs 5K outputs 3->8->8->1 6->8->8->1 Mean Relative Error
fft Signal Processing 5K random fp numbers 5K random fp numbers 1->1->2 1->4->4->2 Mean Relative Error
inversek2j Robotics 10K random (x, y) points | 10K random (X, y) points | 2->2->2 2->8->2 Mean Relative Error
Jjmeint 3D Gaming 10K pairs of 3D triangles | 10K pairs of 3D triangles | 18->32->2->2 18->32->8->2 # of mismatches
jpeg Compression 220x200 pixel image 512x512 pixel image 64->16->64 64->16->64 Mean Pixel Diff
kmeans Machine Learning | 220x200 pixel image 512x512 pixel image 6->4->4->1 6->8->4->1 Mean Output Diff
sobel Image Processing 512x512 pixel image 512x512 pixel image 9->8->1 9->8->1 Mean Pixel Diff

Table 1: Applications and their inputs.
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Figure 9: Shows the design choices for the relative placement of input-based detectors with respect to the accelerator. Config-
uration in part (a) adds delay, thus impacting overall performance, in the path to invoking accelerator. Configuration in part (b)
wastes energy on invocations of the accelerator that have large error.

and still keep up with the accelerator provided the elements to
recompute are uniformly distributed.

3.4. Online Tuning

The tuning threshold of Rumba is used as a threshold for the
dynamic checks to determine if the current output has large
error. A larger threshold value will result in fewer iterations
to be re-executed. This, in turn, will cause higher energy
savings but lower output quality. Rumba’s tuning threshold
can be determined by user specified requirements either on
energy consumption or output quality. Online tuning can be
programmed in three modes:

TOQ Mode: In this mode, user specifies the target out-
put quality (TOQ). The goal of this mode is to make sure
that all output elements have better quality than TOQ. There-
fore, Rumba compares the predicted quality with TOQ and
re-execute iterations that have lower quality than TOQ.

Energy Mode: If a user specifies an energy target to
achieve, Rumba calculates the number of iterations (iteration
budget) it can re-execute while staying in the energy budget.
For each invocation, it monitors the number of re-executed iter-
ations. If it goes over the iteration budget it stops re-executing
and increases the tuning threshold for the next invocation. If
the current invocation is finished and Rumba still stays within
the iteration budget, the tuning threshold is decreased. This
would result in more iterations to be re-executed for the next
invocation and thus improves output quality while staying in
the same energy budget.

Quality Mode: If a user is more concerned about achieving
the best output quality, Rumba maximizes re-execution of iter-
ations on the CPU until the current invocation of accelerator
finishes. The accelerator performance gain in comparison to

the CPU determines how many elements the CPU can recom-
pute and still keep up with the accelerator. If the CPU is not
fully utilized during recovery, it implies that it can fix more
iterations so the tuning threshold is increased for the next in-
vocation. If accelerator finishes the current invocation and the
CPU still has iterations to re-execute, the tuning threshold for
the next invocation is increased. This results in lesser number
of re-executions for the next invocation.

3.5. Error Detector Placement

An important design choice for input-based methods is the
relative invocation of the error predictor with respect to the
accelerator. An input-based detector can be placed in one of
the ways shown in Figure 9. Figure 9(a) (Configuration 1)
shows the error detector placement before sending the inputs
to the accelerator and Figure 9(b) (Configuration 2) shows the
error detector placement if the error detector and accelerator
simultaneously start working on inputs. These configurations
provide different trade-offs in the design space. Configura-
tion 1 saves the unnecessary accelerator invocations, hence
saves energy, for the cases when error detector detects an er-
ror. However, since error prediction precedes the accelerator
invocation, it delays accelerator computation, hence, has per-
formance overhead. Energy is wasted in Configuration 2 for
accelerator invocations that have errors greater than the thresh-
old. However, error detector in this configuration does not add
any delay in the invocation of the accelerator, hence, does not
add to performance overhead. In our experiments, to minimize
the impact on performance overhead, we use Configuration 2.
Error detector placement for output-based methods is straight
forward and should be invoked after accelerator invocation.
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Parameter Value Parameter Value
Fetch/Issue width 4/6 Load/Store Queue Entries | 48/48

INT ALUs/FPUs 2/2 L1 iCache 32KB
Load/Store FUs 1/1 L1 dCache 32KB

Issue Queue Entries 32 L1/L2 Hit Latency 3/12 cycles
ROB Entries 96 L1/L2 Associativity 8

INT/FP Physical Registers | 256/256 | ITLB/DTLB Entries 128/256
BTB Entries 2048 L2 Size 2 MB

RAS Entries 16 Branch Predictor Tournament

Table 2: Microarchitecutral parameters of an X86-64 cpu used in experiments.

4. Experimental Setup

We evaluate Rumba with a Neural Processing Unit (NPU) style
accelerator [16]. Although we evaluate Rumba using a NPU-
style accelerator, the design of Rumba is not specific to an
accelerator as the core principles can be applied to a variety of
approximation accelerators [41, 4]. We use the same hardware
parameters as used by the NPU work for modeling the core
and the accelerator. The remainder of this section describes the
benchmarks, accelerator outputs and energy modeling setup
used to evaluate the effectiveness of Rumba.

Benchmarks: We evaluate a set of benchmarks from vari-
ous domains that map to approximate accelerators. The bench-
marks represent a mix of computations from different domains
and illustrate the effectiveness of Rumba across a variety of
computation patterns. We use the same set of benchmarks as
used in the NN accelerators [16, 4]. A brief description of
these benchmarks along with their domain, train and test data
is given in Table 1. Rumba NN (Neural Network) topology
column in the table shows the NN topology used by Rumba.

For example, 6->4->4->1 for kmeans implies that the NN has
6 inputs, two hidden layers of 4 neurons each and 1 output.
The final column in this table shows the NN topology used
by the unchecked NPU. In all cases, Rumba’s error detection
capabilities make it possible to chose a smaller or equal, there-
fore efficient, NN. The output quality of applications is usually
measured by an application specific error metric [32, 31, 16].
This application specific error metric is given in the evaluation
metric column in Table 1. We target a 90% output quality. This
is in commensurate with the previous works in approximate
computing [16, 6, 34].

Accelerator Output: We obtain the accelerator output (ap-
proximate output) by implementing NN using pyBrain [37]
library. We find the best NN configuration by searching the
NN topology space. The best configuration for our case is the
smallest NN that does not produces excessive errors. The NN
topology space is large thus the NN we consider have at most
2 layers and the number of neurons are restricted to at most
32 neurons in each layer (same restriction as in NPU [16]).



Energy Modeling: We run each application using the
GEMS [7] simulator to calculate the different microarchitec-
tural activities. These activities are fed to McPAT [38], which
calculates the baseline energy for the entire application. We
use an X86-64 model for the cpu core and the microarchitec-
tural parameters are given in Table 2. The accelerator design
is an 8-Processing Elements (PEs) NPU and uses the same
parameters for various structures of the PEs as given in the
NPU paper [16]. We model the energy of the multiply-and-add
for the linear error model and comparator in the same way as
in the NPU paper. We calculate the energy for the light-weight
checkers separately. The energy of these checkers and the en-
ergy of re-computation of elements on the CPU are combined
to calculate the total energy for a particular scheme.

5. Evaluation

We evaluate Rumba for output quality, energy savings, false
positives and the coverage of large errors. We also analyze the
energy savings of Rumba for different target output qualities.

5.1. Output Quality

Output Error: Output errors are measured using the applica-
tion specific metric given in Table 1 on the whole application
output. Figure 10 shows the output error with respect to the
number of output elements fixed for different techniques under
consideration. Output error is directly related to the output
quality. Output error of 5% represents 95% output quality.
The y-axis of each plot in this figure shows the output error,
while the x-axis shows the number of elements that need to be
fixed to achieve that particular output error. Random fixes a
given percentage of randomly selected output elements. For
example, for fixing 10% of the elements Random selects 10%
of output elements randomly and then recomputes them. Simi-
larly, Uniform shows the output error when a given percentage
of output elements to be fixed are chosen uniformly among
all output elements. Ideal has the oracle knowledge about the
approximation errors in all the output elements and it uses
this oracle knowledge to fix a given percentage of the output
elements. The data for Ideal is generated by sorting approxi-
mation errors in output elements by the error magnitude and
then fixing the highest error elements. For example, to obtain
output error when 10% of the elements are fixed for the Ideal
scheme, the top 10% approximation error elements are fixed.
Finally, EMA, linearErrors and treeErrors represent the output
error when the errors are calculated by using the prediction
models described in Section 3.2.

The techniques that are closest to the Ideal line in these plots
represent the best possible achievable results. For a point on
the x-axis, if the corresponding y value for a technique is close
to y value of Ideal at the same x point, the technique is closer
to the ideal case. For inversek2j, if 30% elements are fixed,
Ideal, Random, Uniform, EMA, linearErrors and treeErrors
will have 2.1%, 9.7%, 9.6%, 5.9%, 2.6 and 2.7% output errors,
respectively. Hence, linearErrors and treeErrors are better
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Figure 11: False positives at 90% target output quality. /deal
have zero false positives. A low number of false positives for
linearErrors and treeErrors indicate their effectiveness in de-
tecting large approximation errors.

techniques than Random, Uniform and EMA but worse than
Ideal.

These plots also show that for some benchmarks (e.g.,
kmeans) linearErrors performs better and for others (e.g.,
blackscholes) treeErrors performs better. Overall, error predic-
tion accuracy of a particular scheme is benchmark dependent.

False Positives: A false positive is a large error detected
by a particular scheme that was not actually a large error.
An error prediction scheme will have a false positive if the
predicted error is high but the actual error is not. It is important
to have low numbers of false positives for a technique for it
to be practical. A high number would imply that the CPU
would need to fix a large number of elements thus partially
offsetting the gains of approximation. Figure 11 shows the
number of false positives for 90% target output quality, i.e.,
10% output error in output elements. For example, the first bar
from the left for the blackscholes benchmark represents 32%
false positives for Random if we target 90% output quality.
Random and Uniform have a large percentage of false positives
since these techniques randomly and uniformly, respectively,
pick approximate output elements to fix and do not have any
detection method. Ideal does not have any false positives
since it has oracle knowledge of the errors in output elements.
On average, Ideal, Random, Uniform, EMA, linearErrors and
treeErrors have 0%, 14.8%, 14.5%, 13.3%, 2.1% and .76%
false positives for 90% target output quality. linearErrors and
treeErrors show a very low percentage of false positives and
thus are effective at detecting large approximation errors.

Fixed Elements: Figure 12 shows the number of elements
that are need to be fixed (recomputed) to achieve 90% output
quality. A lower number of fixes implies that the energy
overhead of re-execution on the CPU will be lower. Hence,
a technique that fixes lower number of elements to achieve
the same quality is better. For example, on average, Random
requires 41% (29% more than Ideal) of the output elements
to be fixed to achieve 10% output error. In comparison to
Ideal, linearErrors and treeErrors just require 9% and 6%
extra elements to be fixed to achieve the same output quality,
respectively.
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Figure 12: The number of elements that are required to be re-
executed for a 90% target output quality.
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Figure 13: Relative coverage of large errors at 90% target out-
put quality. /deal has 100% coverage.

Large Error Coverage: Relative coverage is defined as
the normalized ratio of detected large errors (larger than 20%)
and the total number of fixes required. This ratio is normal-
ized with respect to Ideal. This shows how good a prediction
scheme is with respect to Ideal. Figure 13 shows the relative
coverage of large errors for 90% target output quality. For
example, the first bar from the left for blackscholes benchmark
represents that relative coverage of Random is 29.2%. The
relative coverage of scheme is high if it fixes a less number
of elements to cover more large error elements for a given
target output quality. On average, linearErrors and treeEr-
rors are able to achieve 57.6% and 67.2% relative coverage,
respectively.

5.2. Energy Consumption and Speedup

Figure 14 shows the energy consumed by various techniques in
comparison to the CPU baseline for a target output quality of
90%. This figure shows the whole application energy savings.
First column (labeled NPU) for each benchmark represents the
energy savings of the unchecked NPU, i.e., no error checking
mechanism is employed. NPU [16] reduces, on average, the
CPU energy consumption by 3.2x. Note that since NPU does
not have any fixing mechanism for large errors and so the
output application quality is not always 90%. Without fixing
any errors, output error, on average, is 20.6%. The other bars
from left to right for each benchmark show energy consumed
by Ideal, Random, Uniform, EMA, linearErrors and treeErrors
schemes, respectively. The energy consumption shown for
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Figure 14: Energy consumption of Rumba, including the cost
of re-computation and the energy used for the prediction of
large approximation errors. treeErrors saves 2.2x energy while

the unchecked NPU saves 3.2x energy.
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Figure 15: Speedup of each technique with respect to the CPU
baseline. Rumba (linearErrors or treeErrors) maintains the
same speedup (2.2x) as the NPU.

each of the schemes in this figure includes energy required
to recompute the elements on the CPU and also the energy
required for the checkers in the accelerator. As also observed
in the NPU work [16], kmeans has very little energy gains and
achieves slowdown because the code region that gets mapped
to the NPU is very small and can be efficiently executed on the
CPU itself. Energy savings of sobel decrease significantly for
linearErrors and treeErrors schemes because this particular
benchmark requires relatively large number of re-executions
due to the lower prediction accuracy of errors.

Figure 15 shows the speedup all the schemes described
earlier. Each scheme also factors in performance loss due
to re-execution on the CPU if the CPU cannot keep up with
the accelerator. Since Rumba (linearErrors or treeErrors)
overlaps recovery on CPU with the accelerator execution, it
is able to maintain the same speedup (2.1x) as the NPU. Our
energy savings and speedup for the NPU baseline are close to
the ones given in the NPU paper [16] but do not exactly match
as we use different neural network libraries and simulation
infrastructure.

Time for prediction: Figure 17 shows the time taken by
the two error predictor model normalized with respect to the
NPU. For all the benchmarks, linearErrors and treeErrors re-
quire less time than the NPU. Therefore, the predicted error is
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Figure 17: Time used by error prediction models in compar-
ison to the NPU. This is normalized with respect to the NPU.
Error prediction model are faster in all the cases, hence, the
accelerator never needs to wait for the error prediction model

to finish execution.

always available before NPU finishes and the NPU never needs
to wait for the error predictor to finish, i.e., error prediction
does not slow down the NPU.

Rumba reduces approximation errors overall by 2.1x (20.6%
to 10%). Rumba achieves this error reduction while maintain-
ing the same performance improvement as the NPU accel-
erator but reduces the energy savings from 3.2x to 2.2x in
comparison to the unchecked NPU.

5.3. Case Studies

Energy vs. Output Quality: Figure 16 shows the energy
consumption of different schemes with varying requirements
on output quality for the fff benchmark. Energy savings for the
unchecked NPU for fft is 3.3x. As expected, Ideal achieves the
best energy savings among all techniques. treeErrors achieves
energy savings close to the Ideal scheme for higher target
error rates (> 7%). Note that the gap between treeErrors and
Ideal increases as the demands on output quality increases (
greater than 97%). This is because Ideal knows exactly which
elements to fix to achieve certain target output quality while
treeErrors (or linearErrors) must predict such cases. This
causes the false positives for treeErrors (or linearErrors) to
start increasing, requiring more re-computation and more en-
ergy consumption. Thus, the gap between Ideal and treeErrors
(or linearErrors) is larger at high demands on output quality.

CPU Activity: In this second case study, we show an ex-
ample of the CPU activity in conjunction with the accelerator.
The top half of Figure 18 shows the percentage difference
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Figure 18: The approximation accelerator and the CPU work in
tandem. The CPU works on re-computing detected large error
iterations while the accelerator continues with the execution.
In this case, 0.33 is the tuning threshold used to achieve 10%
target error rate.

of each output element (on y-axis) with treeErrors for 200
elements (on x-axis). To achieve 10% target output error, a
tuning threshold of 0.33 is required on this percentage differ-
ence (y-axis). The bottom half of the figure shows the CPU
activity. The accelerator and the CPU work in tandem, i.e., the
CPU fixes the detected large approximation errors while the
accelerator executes other iterations. Only 30 elements out of
these 200 (15%) are above this threshold and thus the CPU
can keep up with an approximate accelerator as fast as 6.67x.

6. Related Work

Approximate computing, where the accuracy is traded off
for better performance or higher energy efficiency, is a well-
known technique. Approximate computing techniques can
be broadly classified into two categories: Software-based and
hardware-based approaches. Software-based approaches are
usually algorithmic modifications and can be utilized with-
out any hardware modifications. Loop perforation [1] is one
of the well-known software approximation techniques which
skips the iterations of loops randomly or uniformly. Rinard
et al. [30] use early phase termination technique to terminate
parallel phase as soon as there are too few remaining tasks to
keep the processor busy to prevent the processors from being
idle and wasting energy. Sartori et al. [36] introduce a software
approximation technique which targets control divergence on
GPUs. Paraprox [31] is a software framework which detects
patterns in data parallel applications and applies different ap-
proximation techniques such as loop perforation, approximate
memoization, and tile approximation based on the detected
patterns. All these software approximation techniques need
a quality management system to monitor the output quality
and control the aggressiveness of the approximation during
execution.

Different hardware approximation techniques have also
been proposed to save energy while improving performance.
Ener]J [34] proposed hardware techniques such as voltage scal-
ing, width reduction in floating point operations, reducing



DRAM refresh rate, and reducing SRAM supply voltage to
reduce energy consumption. Esmaeilzadeh et al. [15] demon-
strated dual-voltage operation, with a high voltage for pre-
cise operations and a low voltage for approximate operations.
The low-voltage pipeline introduces faults in the operations
and hence these operation are approximate. We compare
against the hardware neural network [16] proposed by the
same authors extensively in our results section. Du et al. [14]
also use hardware neural networks to trade off accuracy for
energy savings. Amant et al. [4] design limited precision
analog hardware to accelerate approximable code sections.
Other works [39, 41] design different approximate accelera-
tors. Sampson et al. [35] improve memory array lifetime using
approximation. Flikker [22] is an application-level technique
that reduces the refresh rate of DRAM memories which store
non-critical data. The Rumba quality management system can
be added to these hardware-based approximation techniques
to control and improve their output quality.

There exist a few quality management solutions to con-
trol quality in an approximate computing system. Ansel et
al. [5] use a genetic algorithm to find the best approximate
code that provides the acceptable quality. In this work, the
programmer writes runtime low overhead checking functions
to verify output quality online. However, Rumba can auto-
matically manage the output quality without programmer’s
help. CCG [33] is another quality monitoring technique. In
this technique, while GPU runs the approximate version, the
CPU is responsible to check the quality of a subset of data for
the next invocation. To reduce the performance overhead of
monitoring, size of the subset that is processed by the CPU is
small and thus, CCG’s accuracy to predict the output quality
is limited. Unlike CCG, Rumba has light-weight checkers and
therefore, it can investigate larger subset of the data compared
to CCG.

Green [6] is a framework that developers can use to take
advantages of approximation opportunities to achieve better
performance or reduce energy consumption. Green builds a
quality of service model based on the profiling data that gets
used at runtime. In order to make sure that output quality is ac-
ceptable, Green checks the output quality once in every N invo-
cations. SAGE [32] is an approximation framework for GPUs
that automatically generates approximate versions of the input
program using skipping atomic expressions, compressing data,
and tile approximation. SAGE also uses a similar quality sam-
pling strategy as Green to check the output quality frequently.
However, in contrast to these techniques, because of its light-
weight checkers, Rumba checks all invocations to reduce large
errors and to make sure that the output quality is acceptable
for all invocations. Some other techniques [9, 10, 29, 27, 24]
statically analyze applications assuming an input distribution
to reason about the output quality under approximation. Such
techniques do not need sampling but can only handle limited
computational patterns and approximation methods.

PowerDial [18] is a framework that dynamically monitors

the application’s performance during runtime. When the per-
formance drops below target performance, PowerDial will
increase the aggressiveness of the approximation to match the
performance requirements. Their goal is to maximize accu-
racy while maintaining application’s performance. Several
probabilistic reasoning models [25, 10, 8, 26, 11] are also in-
troduced to compute the probability of the output being wrong.
In contrast, Rumba dynamically monitors the output quality
during runtime and recovers from the large errors generated
by an approximation technique.

Hardware reliability for soft computations and approximate
computing share the same basic underlying philosophy. Hard-
ware reliability solutions [19, 40, 21] for soft computations
aim to allow errors in error tolerant parts of an application
with the goal of lowering the cost of reliability. The idea of re-
execution has previously been used in the context of reliability
to recover against hardware faults [13, 17]. We leverage this
idea in the context of recovering against approximation errors
and it fits well with the nature of the code regions (pure) that
are mapped to approximate accelerators.

7. Conclusions

Approximate computing can be employed for an emerging
class of applications from various domains such as multime-
dia, machine learning and computer vision. Approximate
computing trades off accuracy for better performance and/or
energy efficiency. However, the quality control of approxi-
mated outputs has largely gone unaddressed. In this work, we
propose Rumba for online detection and correction of large
errors in an approximate computing environment.

Rumba predicts large approximation errors by light-weight
checkers and corrects them by recomputing individual ele-
ments. Our results demonstrate that Rumba is effective at
predicting large errors and follows an ideal case very closely.
Across a variety of benchmarks from different domains, we
show that Rumba reduces the output error by 2.1x in com-
parison to an accelerator for approximate programs while
maintaining the same performance improvement. To achieve
this, the Rumba framework reduces the energy savings, on
average, from 3.2x to 2.2x in comparison to an unchecked
accelerator.
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